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ABSTRACT 

This research aims to develop a prediction system for urban waste 

generation using the Incremental Linear Regression method on 

SIMASKOT. This method is applied to deal with the limitations of 

historical data, where the prediction results from the previous year are 

used as training data to predict the next year. The problem faced is the lack 

of sufficient data to create accurate and reliable prediction models in the 

long term. The purpose of this study is to improve the accuracy of waste 

generation prediction using an incremental regression approach. The 

experimental methodology involves the use of waste generation data from 

several waste categories during the period 2019 to 2022, which is then 

used to predict data until 2026. Model evaluation was carried out using the 

metrics Mean Absolute Error (MAE), Mean Squared Error (MSE), Root 

Mean Squared Error (RMSE), and R². The results show that this 

incremental prediction model is able to provide more accurate predictions 

than conventional models, especially for more volatile waste categories 

such as wood twigs and metals. The conclusion of this study shows that 

the Incremental Linear Regression technique is effective to be used in 

waste generation prediction, and can be integrated in long-term prediction-

based monitoring applications. 
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INTRODUCTION 

Predicting science or data forecasting has become an important research focus in 

many sectors, including economics, industry, and the environment. One of the main 

challenges in prediction is data limitations, which often occur with data related to waste 

or waste (El Bilali dkk., 2022). Many waste management systems rely on limited 

historical data to predict future waste generation, which necessitates the use of predictive 

techniques that can work effectively with small and incomplete data (Anesti dkk., 2024; 

Meroni dkk., 2021; Yousuf dkk., 2022). In this context, research focusing on developing 

limited dataset-based prediction models is crucial to achieve accurate results. 

Many prediction methods have been developed to handle large data sets, such as 

Support Vector Regression (SVR), Artificial Neural Networks (ANNs), and Random 

Forest Regression (Choi & Lee, 2023; Rekha Sankar & Panchapakesan, 2024; H. Yang 

& Schell, 2021). This method is well-known for its ability to handle high data complexity, 

especially when data is abundant. However, most studies using the method rely on large 

and high-quality datasets for the training of prediction models (Dong dkk., 2021; Zhang 

dkk., 2024). When faced with a limited dataset, the accuracy of the model often decreases 

significantly, and the method becomes less efficient. 

Research on forecasting for small datasets has found that linear-based regression 

methods and simple prediction models are more efficient compared to neural network or 

ensemble-based approaches (Zainuddin dkk., 2019). Linear regression has the advantage 

of being easy to implement and can handle small datasets well, especially if implemented 

with specific optimization strategies, such as incremental models. However, some studies 

mention that there are still limitations in terms of flexibility and ability to capture non-

linear patterns from data. 

Although some prediction models have been successfully applied to small datasets, 

such as in k-nearest neighbors (k-NN) or ridge regression techniques, the results are still 

limited by the assumption of linearity and sensitivity to noise data (Ide dkk., 2024; Y. 

Yang dkk., 2019). Additionally, conventional approaches often fail to capture long-term 

data trends if the model is not updated with the latest data (Liu, 2021). This is very 

important in the prediction of waste generation, where the trend of waste generation can 

fluctuate based on external factors that change from year to year. 

Therefore, this study proposes the use of the Incremental Linear Regression 

method, which allows the prediction model to be gradually updated with the latest data. 

Each year, the predictions generated by the model will be used as the basis for training to 

predict the following year. This approach has the advantage of handling limited data and 

allows the model to continue to be refined as new prediction data becomes available. The 

use of incremental linear regression is expected to overcome the limitations of 

conventional linear regression models that are static and not adaptive to changes in data 

trends. 

This study hopes to improve the accuracy of waste generation prediction by 

utilizing predictions as training data so that the model can capture long-term changes and 

be adaptive to limited data dynamics. In addition, this research is expected to contribute 
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to the development of a better waste monitoring system, especially in the context of urban 

waste management. Thus, the results of this study are expected to be used as a basis for 

sustainable waste monitoring applications, such as the SIMASKOT application, which 

can utilize prediction models for more efficient and responsive waste management 

planning. 

 

RESEARCH METHODOLOGY 

The method used in this study consists of several interrelated stages, as described 

in Figure 1, starting from data preparation to the implementation of a prediction model in 

a Fask-based municipal waste monitoring application (SIMASKOT). The first stage is 

Data Preparation, where the available datasets must be carefully processed and prepared 

(Hou dkk., 2022). At this stage, the data cleaning process is carried out to ensure that the 

dataset is free of missing values or inconsistent data. After the data is ready, normalization 

is carried out so that the linear regression model can work more effectively in identifying 

patterns.  

 

Figure 1. Research Methods 

 
 

After the preparation process is completed, it is continued with Linear Regression, 

where a prediction model is built based on a linear relationship between independent 

variables (years) and dependent variables (amount of waste generated). The model is 

trained using historical data to predict the amount of waste generated in the future. After 

the model is trained, the Model Validations stage is performed to evaluate the model's 

performance using various metrics such as Mean Absolute Error (MAE), Mean Squared 

Error (MSE), Root Mean Squared Error (RMSE), and R² (determination coefficient) 

(Choi & Lee, 2023; Kaczmarek-Majer & Hryniewicz, 2019; Rekha Sankar & 

Panchapakesan, 2024; Yagli dkk., 2020). This validation aims to ensure that the model 

can predict with an adequate level of accuracy, as well as measure the resulting prediction 

errors. In the final stage, the Model Implementation using Flask is carried out to integrate 

the prediction model into the waste generation monitoring application. The application 

allows users to monitor and predict the amount of waste generation based on historical 

data and future predictions generated by linear regression models. 

The dataset used in this study comes from annual waste generation data that covers 

various categories of waste: food waste, plastic, metal, fabric, glass, and other categories. 
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The dataset used in this study came from https://sipsn.menlhk.go.id/. This data covers 

several years, with each year providing complete information on the composition and 

amount of waste generated from these categories. However, this dataset is relatively 

limited, both in terms of the amount of data and the duration of time covered, so an 

effective and efficient prediction approach is needed. Therefore, prediction models must 

be designed in such a way that they can capture patterns from existing data and use them 

to predict future waste generation, even with the limited historical data available. In this 

context, Incremental Linear Regression is the approach of choice because of its ability to 

utilize prediction data from the previous year as a training basis to predict the next year, 

thus extending the limited use of the dataset. 

Linear regression, as the core of the prediction technique used, is a method that 

looks for the best line representing the linear relationship between independent variables 

and dependent variables. In simple linear regression, the equation used is as follows: 

 

y = β0 + β1x + ...+ βnx + ϵ        (1) 

 

In equation 1, y is the dependent variable (waste generation), x is the independent 

variable (year), β0 is the intercept, β1 is the slope, and ϵ is an error or residual. The model 

works by looking for optimal values of β1 and β1, which minimizes prediction errors. 

The Incremental Linear Regression technique applied in this study expands the basic 

concept of linear regression with an incremental approach. Each year, the model is trained 

using data from previous years, and the prediction results for that year are then added to 

the dataset to be used as training data in the following year. This approach allows the 

model to be continuously updated and refined as new predictions are made so that the 

model can adapt to the latest data trends without having to retrain from scratch. This is 

an important contribution to this research, where Incremental Linear Regression can 

provide an effective solution for limited dataset-based waste generation prediction cases. 

This methodology not only allows for more accurate predictions but also ensures 

that the resulting model can be implemented directly into Flask-based monitoring 

applications. This application not only predicts waste generation but also provides an 

easy-to-use interface to visualize prediction results over a longer period. Along with the 

collection of new data, the model is continuously updated automatically through an 

incremental process, which makes this approach highly efficient for real-world 

applications in urban waste management. 

 

RESULT AND DISCUSSION 

In this section, the application of Incremental Linear Regression, which is used to 

predict waste generation based on historical data from 2019 to 2022, will be discussed. 

This method leverages predictions from the previous year as training data for the 

following year, allowing the model to be continuously updated with each iteration. With 

this technique, the prediction model is expected to be able to overcome the limitations of 

available data while maintaining the accuracy of the predictions for years to come. In this 

https://sipsn.menlhk.go.id/
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experiment, waste generation prediction was carried out for 2023 to 2026 by utilizing 

historical data from waste categories, such as food waste, twigs, cardboard, metal, and 

plastic. 

Figure 2. Forecasting Results 

 
 

The prediction results for 2023 to 2026 in Figure 2 show significant changes in the 

composition of waste. In the twig category, the percentage increased from 0.5% in 2019 

to 2.0% in 2023 and continues to rise to reach 3.2% in 2026. The cardboard category 

showed a slight decline, from 8.0% in 2020 to 7.85% in 2023, and continued to decline 

to 7.73% in 2026. Another significant change was seen in the metals category, where the 

percentage fell from 3.0% in 2019 to 2.25% in 2023 and continued to decline to 1.65% 

in 2026. In contrast, the food waste category remained constant at 81% during the period. 

This prediction provides an overview of the dynamics of future waste distribution, which 

can help with more efficient waste management planning. 

 

Figure 3. Comparison Graph of Waste Generation 

 
 

The comparison graph in Figure 3 between the original data and the predicted data 

for daily and annual waste generation shows a consistent upward trend from 2019 to 2026. 

In the daily waste generation graph, the original value in 2022 of 121.15 kg is predicted 

to increase to more than 126 kg in 2026. Similarly, the annual waste generation, which 

reached 44,219.8 kg in 2022, is projected to continue to increase to close to 46,000 kg in 

2026. This graph shows that the prediction model can capture the trend of increasing 

waste volumes, although the historical data used is very limited. This increase in waste 
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generation can be attributed to increased consumption patterns, as well as changes in the 

proportion of waste categories such as wood, twigs, and metals. 

 

Figure 4. Prediction Results Graph by Category 

 
 

In addition, the bar graph in Figure 4 showing the percentage of waste generation 

per category confirms that food waste remains the dominant category throughout the 

observed period, with a proportion of more than 80% annually. However, other 

categories, such as timber twigs and metals, show quite dynamic proportions change from 

year to year. This reflects that the pattern of waste composition can be influenced by 

various external factors, including changes in waste management policies or people's 

consumption habits. Thus, predicting the composition of waste per category can help 

policymakers in planning more effective waste management strategies, especially in 

dealing with waste categories that are predicted to increase. 

Evaluation of the prediction model is carried out using several evaluation metrics, 

such as Mean Absolute Error (MAE), Mean Squared Error (MSE), Root Mean Squared 

Error (RMSE), and R² (Coefficient of Determination) (Anesti et al., 2024; Tolbin, 2023). 

For 2023, the evaluation results show that the prediction of the twig category has an MAE 

of 0.2, an RMSE of 0.22, and an R² value of 0.8. Meanwhile, for the food waste category, 

the model showed excellent evaluation results with MAE and RMSE of 0 and an R² value 

of 1, which showed a perfect prediction. A similar trend is also seen in 2024, where the 

MAE for twig wood decreases to 0.16 with an increased R² value to 0.89. The results of 

this evaluation show that the model is increasingly able to improve its accuracy over time, 

especially in predicting more variable waste categories such as wood twigs and metals. 

In 2025 and 2026, as shown in Figure 5, the evaluation results show a consistent 

improvement in the accuracy of the prediction model. In 2025, the MAE for twig wood 

drops to 0.13, while the R² value increases to 0.93. RMSE scores for most categories, 

including metals and paperboard, also showed significant improvement. In 2026, the 
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MAE for twig wood drops further to 0.11 with an R² value of 0.96, suggesting that the 

model is increasingly able to capture long-term trends in the more volatile waste category. 

Meanwhile, the food waste category still showed a very accurate prediction with an R² 

value of 1 throughout the evaluation period. 

 

Figure 5. Forecasting Evaluation Results 

 
 

These results show that the use of Incremental Linear Regression in waste 

generation prediction provides adequate results for a limited dataset. The resulting 

predictions are not only able to follow historical patterns but also provide a realistic 

picture of possible trends in the future. With evaluations that show improved accuracy 

from year to year, this technique can be relied upon in waste generation prediction 

monitoring systems, such as SIMASKOT, which require continuous monitoring and 

continuous model updates. 

 

CONCLUSION  

This study shows that the Incremental Linear Regression method is effective in 

predicting waste generation using limited historical data. By utilizing predictions from 

the previous year as training data for the next year, the model can improve the accuracy 

of predictions from year to year. The evaluation results showed that the R² value increased 
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and the MAE and RMSE values decreased, especially in more varied waste categories 

such as wood twigs and metals. This approach proved to be particularly suitable for long-

term prediction scenarios, especially in the context of municipal waste management that 

requires periodic model updates without retraining from scratch. With high accuracy, 

especially in stable categories such as food waste, this model provides an efficient 

solution for planning waste management capacity. 

The research also opens up opportunities for further development, such as testing 

with larger datasets or the integration of other machine learning models. In addition, this 

method can be integrated into the SIMASKOT monitoring application to provide more 

accurate long-term predictions, allowing for more efficient waste management planning. 

Overall, Incremental Linear Regression makes a significant contribution to waste 

management, offering a sustainable and easy-to-implement predictive solution to deal 

with future waste generation dynamics. 
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