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ABSTRACT 

Background. The rapid development of artificial intelligence (AI)-

based technologies, including deepfake, has introduced new challenges 

to the legal system. Deepfake porn, which manipulates digital content 

to create fake explicit materials, threatens privacy, dignity, and 

personal reputation. In Indonesia, existing laws related to pornography 

and electronic information are insufficient to address these crimes 

effectively, leaving victims vulnerable. 

Purpose. This study aims to analyze the legal gaps in addressing AI-

based cybercrimes, especially deepfake porn, and propose legal 

policies to provide better protection for individuals while balancing 

technological innovation.  

Method. A qualitative approach was employed, combining doctrinal 

legal research with case analysis. Legal frameworks, including 

Indonesia’s Law on Pornography and the Electronic Information and 

Transactions (ITE) Law, were reviewed alongside global legal 

precedents on AI misuse. 

Results. The study reveals that existing laws are outdated in handling 

AI-driven crimes. There is an urgent need for specific regulations 

addressing the misuse of AI, particularly in creating and distributing 

deepfake content. Effective enforcement mechanisms and victim 

support systems are also lacking.  

Conclusion. To combat deepfake porn crimes, Indonesia must 

establish specific legal frameworks regulating AI misuse and ensuring 

accountability. Clear definitions, strict penalties, and victim protection 

measures should be integral to these policies.  
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INTRODUCTION 

The rapid development of Artificial Intelligence (AI) 

technology in recent years has had a significant impact on 

various sectors, from health, education, to the 

entertainment industry (Adir et al., 2020). One of the 

biggest breakthroughs in AI is the ability to produce 

content that is so realistic that it is hard to distinguish it 

from reality, including in the form of videos. Deepfake 

technology, one application of AI, allows the creation of 

videos that manipulate a person’s face and voice to create 

scenes or conversations that appear real, even though they 

never happened. Using generative adversarial networks 

(GANs),  

https://journal.ypidathu.or.id/index.php/multidisciplinary
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AI can analyze thousands of images and voices of a person to create a very convincing fake video  

(Ahmed et al., 2020). Although this technology has positive potential, such as in film and art, its 

ability to spread false information and deceive the public also opens up opportunities for abuse. 

The misuse of deepfake technology, especially in the form of fake pornographic videos or 

deepfake porn, has caused serious social and legal impacts (Ameen et al., 2021). This crime often 

targets individuals personally, especially women, by manipulating their images and videos to be 

distributed without permission. This can damage reputations, destroy personal lives, and cause 

psychological trauma for victims. From a legal perspective, the existence of deepfake porn is a 

major challenge because it is difficult to distinguish between real and fake content, and there is no 

adequate regulation to combat the spread of this type of content (Ayoub Shaikh et al., 2022). In 

addition, AI also opens up the potential for other abuses, such as political manipulation, digital 

identity forgery, and attacks on individual privacy. Therefore, although AI has great potential for 

progress in various fields, its uncontrolled use can pose serious threats to security, privacy, and 

social justice. 

Humans continue to strive to improve their abilities in various aspects of life, one of which is 

through technological advancement. Technology refers to rational methods or principles applied to 

create an object or system (Baduge et al., 2022). Technological advances have made significant 

contributions to improving various sectors of life, such as the economy, food, and computers. Along 

with the rapid development of technology, artificial intelligence (AI) has emerged as an intelligent 

system that increasingly dominates various fields. The emergence of AI proves that information 

technology in the digital era can have a positive impact on human life  (Bohr & Memarzadeh, 2020).  

In Indonesia, the use of AI is increasing rapidly. In 2023, Indonesia will be ranked third in the 

world in terms of AI use, with 1.4 billion visits to AI-based applications, or 5.60% of total global 

traffic. This shows how important the role of AI is in supporting various community activities in 

Indonesia. AI can handle various types of tasks, including previously unimaginable tasks, and 

process big data quickly without space and time constraints. 

However, even though AI offers various positive benefits, the implementation of this 

technology still faces major challenges in terms of legal regulation (Briganti & Le Moine, 2020). 

The rapid development of digital technology requires adjustments to legal regulations to keep up 

with the pace of development. Crimes that occur in cyberspace, such as cybercrime, utilize 

computer technology and the internet as a medium to commit crimes. One example of a crime that 

utilizes AI is the creation of fake pornographic videos or deepfake porn, which is now a global 

phenomenon. Deepfake is an audio-visual manipulation technology that combines deep learning to 

create fake content with a high level of realism. The technology allows a person’s face to be 

replaced with that of another person in a video, creating content that is very difficult to distinguish 

from the real thing. Deepfake porn, which is often used to spread fake pornographic content, poses 

a serious threat, especially to public figures and high-ranking individuals (Chen et al., 2020). The 

negative impacts include social unrest, the spread of hatred, and the potential for misuse in the form 

of propaganda or politics. As the use of this technology increases, it is possible that similar crimes 

can befall the general public, not just public figures or famous individuals. In the world of social 

media, criminals have a great opportunity to commit crimes that are difficult to reveal, especially in 

cases of cybercrime. This is due to the difficulties experienced by law enforcement officers in the 

process of providing evidence, especially in cases involving sophisticated technology such as 

deepfake. One of the main challenges in dealing with deepfake crimes is the difficulty in detecting 

the perpetrators, because they often use anonymous identities that are difficult to trace (Collins et 

al., 2021). In addition, victims of this crime often choose to remain silent or not report the incident, 
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thus exacerbating the difficulty in revealing the case. One example of a deepfake crime that 

occurred in Indonesia is the case of artist Nagita Slavina in 2022, where a 61-second indecent video 

allegedly resembling her was widely circulated. After being investigated, it turned out that the video 

was the result of engineering using deepfake technology. Other famous figures such as Donald 

Trump, Vladimir Putin, and Gal Gadot have also fallen victim to this phenomenon. Pornographic 

deepfake crimes more often target women, who are the main targets of gender-based violence in 

cyberspace, as recorded in a 2022 report by the National Commission on Violence Against Women. 

Pornographic deepfake crimes are a serious problem in Indonesia because it is difficult to 

distinguish the authenticity of the content being distributed. Cases of cyber-based sexual violence 

using deepfake technology show how important it is to properly handle this crime (Gerke et al., 

2020). According to the National Commission on Violence Against Women report, throughout 

2022, more than a thousand cases of gender-based sexual violence were reported, with most of them 

involving cyber-crimes such as the distribution of pornographic videos or photos using deepfake 

techniques. This crime causes social unrest because its impact damages the victim’s reputation and 

creates legal uncertainty (Himeur et al., 2021). Deepfake-based crimes create major challenges for 

the state in terms of protection and law enforcement because there are no regulations that 

specifically regulate this. Thus, the question arises whether existing laws are sufficient to provide 

effective protection or whether new laws need to be created that are more specific to deal with this 

type of crime. 

Legal vacuum refers to a situation where there are no regulations or legal provisions that 

clearly regulate a particular action or phenomenon, which causes uncertainty in the application of 

the law (Huang et al., 2020). In the context of Artificial Intelligence (AI)-based pornographic 

deepfake crimes, a legal vacuum occurs because the development of this technology is very rapid 

while existing regulations have not been able to keep up with the impacts caused. Although several 

laws such as the ITE (Information and Electronic Transactions) Law in Indonesia have covered 

several aspects related to cybercrime, there are no regulations that specifically regulate the misuse 

of deepfake technology (Huynh-The et al., 2023). This causes difficulties in law enforcement 

because law enforcement officers do not have clear enough guidelines to prosecute perpetrators 

who use this technology to harm others, especially in terms of protecting victims and providing fair 

sanctions. 

 

RESEARCH METHODOLOGY 

The normative legal research method is an approach used to analyze legal problems based on 

applicable norms or laws (Hwang & Chien, 2022). In this study, the legislative approach is applied 

to explore and analyze existing regulations related to Artificial Intelligence (AI)-based pornography 

deepfake crimes, by reviewing whether the current applicable law is sufficient to address the 

phenomenon (Hwang et al., 2020). Meanwhile, the analytical approach is used to analyze and 

review the application of legal norms in practice and identify gaps or legal gaps that may exist, to 

provide more effective solutions in dealing with the problem (Jacovi et al., 2021). The combination 

of the legislative and analytical approaches allows the study to provide comprehensive 

recommendations related to the development of more specific regulations to address this 

technology-based crime. 

 

RESULT AND DISCUSSION 

The Effectiveness of Current Legal Regulations in Indonesia in Handling Artificial 

Intelligence (AI)-Based Pornographic Deepfake Crimes 
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Rapid technological developments, especially in the field of artificial intelligence (AI), have 

had a significant impact on various aspects of life, including the digital world. One of the AI 

applications that is currently raising concerns is the use of deepfake technology, which allows the 

creation of fake videos or images with a very high level of authenticity . This technology, although 

it has positive potential, is also used for criminal purposes, one of which is in the creation of 

pornographic content that is detrimental to individuals, especially through pornographic deepfakes 

(Jung et al., 2021). In Indonesia, although there are several legal regulations governing cybercrime, 

including in the Electronic Information and Transactions Law (UU ITE), the existence of these 

regulations has not been fully effective in dealing with crimes involving AI technology such as 

pornographic deepfakes. [13] This raises questions about the extent to which existing regulations 

are able to protect victims and provide a deterrent effect on perpetrators, and whether there needs to 

be legal reform or adjustment to address this issue more effectively. 

So far, attention in criminal law has often focused on perpetrators of crimes, while victims are 

often ignored. In many cases, after the perpetrator is sentenced, victims are considered to have 

obtained justice, even though in reality, restitution for the losses they have suffered is often not 

prioritized. However, in recent years, Indonesian criminal law has begun to pay more attention to 

victim protection. Crimes are not only seen as violations of state interests, but also as acts that harm 

individual victims. One proof of this transformation is the existence of the Witness and Victim 

Protection Law which provides legal protection for those who are victims of crimes, including 

crimes with serious impacts such as pornography. 

Legal protection for victims, especially in cases of crimes such as artificial intelligence (AI)-

based deepfake pornography, is very important. The state, through regulation and law enforcement, 

has a responsibility to protect the rights of victims, as stipulated in the principle of equality before 

the law. Victims of pornography crimes not only experience physical and psychological losses but 

also severe emotional impacts, including trauma and deep shame (Kaplan & Haenlein, 2020). 

Sometimes, victims experience re-victimization through cyberbullying, and some are even 

depressed to the point of having thoughts of ending their lives. Unfortunately, many people 

prioritize sensation or even spread the content without empathy for the victim. 

Preventive legal protection aims to prevent violations or disputes by establishing clear 

regulations and regulating the behavior of citizens. The government can make policies in the form 

of laws and regulations that aim to prevent crimes and provide limitations on certain obligations. 

This preventive legal protection does not only focus on law enforcement after a violation occurs but 

rather emphasizes early prevention so that violations of the law do not occur (Kaur et al., 2023). In 

the context of artificial intelligence (AI)-based pornography deepfake crimes, the regulations that 

can be used to prevent violations are Law Number 11 of 2008 concerning Information and 

Electronic Transactions (ITE), Law Number 27 of 2022 concerning Personal Data Protection, and 

other regulations that regulate criminal acts related to the use of deepfake technology. 

Meanwhile, repressive legal protection focuses more on efforts to impose sanctions on 

perpetrators of crimes as a form of retaliation for the losses experienced by victims. This form of 

protection includes the application of criminal sanctions such as fines or imprisonment for 

perpetrators of crimes. In the case of pornographic deepfake crimes, repressive measures also 

involve technical measures such as terminating access or “taking down” violating content, as well 

as the application of the right to be forgotten (Lalmuanawma et al., 2020). Protection through 

takedown is regulated in the Regulation of the Minister of Communication and Information 

(PERMENKOMINFO-PSE) Number 5 of 2020, which includes blocking or deleting detrimental 

content. Meanwhile, the right to be forgotten is regulated in the ITE Law and the Government 
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Regulation on Electronic System and Transaction Organizers (PP-PSTE), which allows victims to 

request the deletion of irrelevant and detrimental electronic information or documents, based on a 

court order. 

Restitution is an effort to compensate victims of a crime as a form of restitution for losses 

incurred due to the perpetrator’s actions. The concept of restitution aims to return the victim to their 

original condition before the crime occurred, although in practice this is difficult to achieve. 

Protection through restitution includes the restoration of the victim’s rights, including freedom, 

social status, family life, work, and the victim’s assets. In the context of AI-based deepfake 

pornography crimes, victims can obtain restitution based on the provisions of Law Number 12 of 

2022 concerning Criminal Acts of Sexual Violence (UU TPKS). Article 4 of the TPKS Law 

stipulates that non-physical sexual harassment, such as that which occurs in deepfake porn crimes, 

can also be subject to restitution as part of the restoration of the victim’s rights (Loh et al., 2022). In 

addition to restitution, compensation is also a form of compensation provided by the state when the 

perpetrator is unable to provide full compensation to the victim. The state has a responsibility to 

protect citizens and ensure their welfare. In the case of AI-based deepfake porn, compensation can 

be provided if the perpetrator’s assets that have been confiscated are not sufficient to cover the 

restitution costs set by the court. Article 35 of the TPKS Law stipulates that the state will provide 

compensation to victims by the court’s decision if the convict’s assets are insufficient to 

compensate for the losses suffered by the victim. 

In addition to material protection, victims of crimes such as deepfake porn also need 

psychological support. Counseling is an effort to help victims overcome the psychological impact 

caused by criminal acts, which often disrupt the victim’s mental and social life. In the TPKS Law, 

some provisions require social service providers to provide psychological support to victims of 

sexual violence. Article 41 stipulates that the Regional Technical Implementation Unit (UPTD) or 

related institutions must provide psychological services, while Article 68 guarantees the victim’s 

right to receive medical, mental, and social recovery. The purpose of psychological support is to 

help victims overcome trauma and improve their overall quality of life. 

Although various forms of legal protection such as restitution, compensation, and counseling 

have been regulated in legislation, the regulations are still ineffective in handling cases of crimes 

such as artificial intelligence (AI)-based deepfake porn (Maia et al., 2020). This is due to several 

factors, including a lack of comprehensive understanding of the complex nature of this crime, 

limited implementation of existing regulations, and slow response from law enforcement officers in 

dealing with perpetrators and providing maximum protection to victims. Existing regulations, 

although providing a clear legal framework, still face major challenges in terms of consistent 

implementation and supervision, so victims often do not get the justice they deserve. 

 

Legal Void and Efforts to Combat AI-Based Pornographic Deepfake Crimes in Indonesia 

In Indonesia, pornography is regulated by several laws and regulations, one of which is Law 

Number 44 of 2008 concerning Pornography. This law prohibits the distribution, creation, and 

circulation of pornographic material that can damage public morality and violate individual rights, 

especially victims. In addition, Indonesia also has Law Number 11 of 2008 which has been updated 

by Law Number 19 of 2016 concerning Electronic Information and Transactions (UU ITE), which 

regulates the misuse of information technology to commit crimes, including pornography 

(Manickam et al., 2022). However, although there are regulations prohibiting the distribution and 

distribution of pornographic material, existing laws do not fully cover new crimes that are 

developing, such as crimes that use AI technology to create pornographic deepfake content. This 
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legal gap creates difficulties in tackling technology-based crimes because the AI technology used to 

create such content has not been specifically regulated in existing laws.  

The legal gap regarding AI-based pornographic deepfakes is visible in several aspects. One of 

them is the inability of Indonesian law to identify and handle crimes involving sophisticated 

technology, such as deepfakes. Pornographic deepfake content is created using artificial intelligence 

to change or manipulate images and videos to spread pornography or commit sexual harassment 

without the victim’s consent. Existing regulations, such as the ITE Law or the Pornography Law, do 

not directly regulate the misuse of AI technology to create this type of content (Naik et al., 2022). 

As a result, law enforcement officers have difficulty detecting and prosecuting perpetrators who use 

this technology to damage a person’s reputation and violate their privacy. In addition, Indonesian 

law tends to be hampered by the speed of technological development. While the law still regulates 

criminal acts based on clearly visible physical acts, AI technology is developing so rapidly that 

many crimes involving this technology are not covered by existing regulations.  

The main challenge faced by law enforcement officers is the difficulty in identifying 

pornographic deepfake crimes. The process of creating deepfake content that changes a person’s 

face to appear as if they are involved in pornographic activities, without their knowledge or 

permission, often makes it difficult for perpetrators to be tracked. The technology used to produce 

deepfakes is very sophisticated, and much of this content is distributed through digital platforms 

that are not easily monitored by authorities (Niu et al., 2022a) . Furthermore, while some 

technologies can be used to detect image or video manipulation, software limitations and the 

difficulty in identifying perpetrators who often use anonymity in cyberspace make law enforcement 

very difficult. Thus, existing laws and regulations, while trying to cover the misuse of technology, 

are not effective enough in dealing with the rapid development of deepfake and AI technologies that 

are increasingly being misused to commit pornography-based crimes. 

The absence of adequate legal frameworks is evident in the inability of Indonesian law to 

provide sufficient protection for victims of AI-generated deepfake pornography. The existing legal 

provisions fail to comprehensively address the necessary aspects required to combat this emerging 

crime, including the restoration of victims’ rights and the enforcement of justice. For instance, when 

victims of deepfake pornography attempt to remove harmful content, the current legal procedures 

are neither sufficiently clear nor effective in safeguarding such rights(Niu et al., 2022b). Moreover, 

existing regulations do not adequately establish the responsibilities of digital platforms in 

addressing harmful deepfake content, particularly given the volume of content uploaded without 

appropriate oversight. Consequently, to combat this technology-driven crime, a more 

comprehensive and responsive regulatory framework is required to keep pace with rapid 

technological advancements. 

Deepfake technology is a tangible manifestation of the rapid progress in artificial intelligence 

(AI). A significant consequence of this technology is its capacity to produce fabricated 

pornographic content, often referred to as “deepfake porn.” By leveraging AI, deepfake technology 

can generate manipulated videos or images that falsely depict individuals engaged in sexual acts, 

even though no such acts occurred in reality (Pan & Zhang, 2021). This type of content has become 

an increasingly alarming form of cybercrime, as it exploits individuals without their consent and 

damages their reputations. A 2019 study by Deeptrace revealed that approximately 96% of videos 

created using deepfake technology pertain to pornographic material. The proliferation of such 

content poses a growing threat, particularly given the rapid advancements in technology and the 

ease of internet access that facilitates the dissemination of harmful materials. 
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The urgency of establishing specific legal provisions to address AI-based deepfake 

pornography in Indonesia becomes increasingly evident in light of the rising use of the internet and 

technological sophistication. Although Indonesia has enacted the Electronic Information and 

Transactions Law (UU ITE) and the Pornography Law, these regulations are insufficient to address 

the challenges posed by deepfake technology (Pelau et al., 2021). Existing laws do not specifically 

regulate AI technology or its negative implications, including its misuse in creating fabricated 

pornographic content. Therefore, the Indonesian government must develop regulations that not only 

govern the use of this technology but also address the various legal issues arising from its misuse, 

such as cybercrimes and violations of individual privacy rights. 

In responding to the rapid advancements in AI technology, Indonesia can draw inspiration 

from countries like the European Union (EU) and the United States, which have already 

implemented regulatory measures for AI usage. The EU, for example, classifies AI systems based 

on their risk levels, ranging from unacceptable risk systems to lower-risk systems. High-risk AI 

systems, such as those used for assessing individual performance or monitoring sensitive data, are 

permitted but subject to stringent requirements to mitigate negative impacts (Soori et al., 2023). In 

the context of generative AI, such as that used to create deepfakes, clear transparency requirements 

are essential to ensure that users are aware of AI-generated content and to prevent the technology’s 

use in creating illegal materials. This approach could serve as a model for Indonesia in formulating 

appropriate regulations to govern AI usage, particularly regarding AI-based cybercrimes like 

deepfake pornography. 

Additionally, Indonesia’s legal framework for AI should encompass provisions to address the 

misuse of this technology. Crimes leveraging deepfake technology to create fabricated pornographic 

content or exploit individuals without their consent are on the rise. Given the challenges many 

countries face in addressing AI-based cybercrimes, the implementation of strict regulations and 

clear sanctions is urgently needed. While the UU ITE already addresses certain forms of 

cybercrime, it does not specifically regulate AI and its potential for misuse (Talaviya et al., 2020). 

Therefore, specific regulations are required to govern the utilization of AI across various sectors, 

including personal data security and the prevention of technology misuse for criminal purposes, 

such as deepfake pornography. By enacting clearer and more stringent regulations, Indonesia can 

enhance its ability to combat technology-driven crimes and provide better protection for its citizens. 

As a further step, Indonesia must craft regulations that balance technological advancements 

with legal protections for individuals. While the development of AI technology offers numerous 

benefits, clear and firm regulations are necessary to ensure its usage does not infringe on individual 

rights or cause significant harm to society (Ullah et al., 2020). Future legislation should not only 

address the general use of AI but also facilitate beneficial technological advancements while 

safeguarding individual privacy and security. Strict sanctions for the misuse of AI technology 

should also be considered to create a strong deterrent effect against perpetrators. Consequently, 

although the challenges facing the government are substantial, the establishment of precise and 

responsive regulations tailored to the advancements in AI technology is critical to protecting society 

from the adverse effects of AI-based cybercrimes. 

 

CONCLUSION  

Artificial intelligence (AI)--b deepfake technology has had a significant impact, especially in 

the context of creating fake pornographic content that threatens individuals’ privacy and reputation. 

Although Indonesia has several regulations governing criminal acts related to pornography and 

electronic information, the existing regulations are not sufficient to address AI-based crimes such as 
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deepfake porn. Therefore, it is important for Indonesia to immediately formulate a specific law 

governing the use of AI, taking into account its negative impacts, such as the exploitation of 

individuals through the creation of harmful fake content. Clear regulations and strict sanctions are 

needed to address this challenge, while still providing space for beneficial technological innovation. 

Thus, the establishment of regulations that are responsive to the development of AI technology will 

increase legal protection for the community and strengthen law enforcement against cybercrime 

which continues to grow. 
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